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AKbIpKbL AHCHLIOAPHL, YOAKLIM CEPUACHl AHAIU3U OOIOHYA
naiwpl30bik  ocyn gcamam. Hnumuii 6aiikoonopoon anvlHeaw
029pauK  6apovlk  MAAnLIMammapovl  bipaammyy — e14ee
YOaKLIMmMulH OMYUy MeHeH JCy3020 awbipvliam. Yoaxvim-
Kamap aHanusuHe Hecuseu Makcamol 6azacvl 6aayynyKmaposl
anyy bonyn cananam. Buz ybaxeim Kamap OKulOWMyKmapoin
me3 JHCaHa HAMbLXCANYY 6aanoo OOIOHYA MHCaWbl bIKMACHIH
uwimen YbIKmulK. Busoun vikma mexnuxanvin, 6ONyK Cbl3biK-
Myy JHcaxKvlH00020 HeeuzlenzeH. buz owowndoil sne Oyn vikma
Kulllna yoaxelm cepus oxkutowimyeyna 6aa 0epyy dcapasbii
mez0emyyee 600 mypean IKCHePUMEHMANIObIK HAMbLIICANAD-
Obl Kopcoment.

Hezuzeu co300p: ybakvim cepuscvl, OOAYK CblI3bIKIMYY
HCAKBIHO0020, f-Kpumepus, yOaxvim CepUusIapbiHbIH OKULOUL-

myey.

B nocnednee epems ummepec K amanuzy 6peMeHHbIX
paoos pacmem. [loumu éce danuvie, noyuaemvle Om HAYUHbIX
HAOIOEHUl, NOCIe008AMENbHbLE USMEDEHUs BbINOIHAIOMCS 6
meuenue gpemenu. OcHOBHAA Yelb AHATU3A BDEMEHHBIX P00
A6slemcs usliedenHue 3Havenull 06a3 oannvix. Mvl paspabo-
Manu Hoewlll Memoo 05 OblIcmpou U PPexmuenol oyeHKuU
cxoocmea epeMeHHbIX paoos. Haw memoo ocnoean Ha
U36ECMHOU MEXHUKE KYCOUHO-TUHEUHO20 ANPOKCUMUPOBAHUS.
Mot makoice nokazanu sKcnepuUMeHmanbHole pesyibmanoi, 4mo
Haut Memoo MOdcem 3aMEeMmHO YCKOpUmb Npoyecc OyeHKU
CX00CMBa BPEMEHHbIX PAO0E.

Knroueswvie cnosa: spemennvie psobvl, KyCOYHO-TUHEUHAS
AnNPOKCUMAayUs, f~Kpumepus, OYEHKA CXOOCMBA 6PEMEHHbIX
pA0os.

Recently, interest in time series data mining is
exponentially increasing. Almost all the data obtained from the
scientific ~ observations,  successive measurements — are
performed over a time. The main purpose of the time series
data mining is to extract all meaningful knowledge from the
shape of the data. Time series similarity measurement is one of
the main parts of time series data mining which is used in
variety of the fields such as forecasting, clustering and etc. We
propose a new method for fast and efficient similarity search of
time series. Our method based on well known Piecewise
Linearity Approximation technique. We provide experimental
results that our method can noticeably speed up the process of
measuring similarity of time series.

Key words: time series, piecewise linear approximation,
f-criteria, similarity measurement.

12

Introduction

Recently, one of the most important issues in data
analysis has been extracting information from large data
warehouses. This process of data discovery from data
warehouses is called data mining and is successfully and
commonly being used in many business and research
applications. Research target can focus on variety of
objects: texts, graphs, multimedia, web data etc. One of
objects is time series. Why time series? Currently world
supply of data is delivered substantially in the form of
time series. Time series contain large volumes of vital
information about various phenomena of our life from
physics, economics, finance etc. So, the extraction of
desired time series from a large information database is
one of the main tasks of Time Series Data Mining
(TSDM). For instance, having some dynamic stock and
larger time series data set, from which the most similar
time series graph should be depicted. Therefore proper
algorithm is needed to be implemented in order to be
able to discover the most similar time series among
thousands. This type of example can be extended into
much more complex statistics and other diverse fields.

A variety of similarity measure techniques exist for
measuring similarity between time series. Basically
known methods are Euclidean Similarity Measure,
Dynamic Time Warping, The Longest Common
Subsequence  Measure, and Piecewise Linear
Representation of Time Series. These techniques and not
mentioned ones have their advantages and disadvantages
when compared with each other. A general overview of
differences between the approaches will be presented. In
this work, we paid our attention to the method of
Piecewise Linear Representation of time series. New
approach to PLR is being developed. The approach has
new and interesting mathematical basis. Comparison
criteria elaborated on the basis of this approach also will
be new. Two types of algorithms were developed with
help of MATLAB software, which take time series as
input from data set and produce a piecewise
representation for every single time series, as
segmentation algorithms. That, in turn, will be used for
the purpose of similarity measure. This technique can be
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used in variety of the fields for solving such problems as
provided in the article by Agrawal et al. 1993;
e Identify companies with similar pattern of

growth.

e Determine products with similar selling
patterns.

e Discover stocks with similar movement in stock
prices.

e Finding is a musical score is similar to one of
the copyrighted scores.

Piecewise Linear
Similarity Search

For purpose of measuring similarity between two
time series sequence in case when they are within
measurable distance all types of techniques such as
Euclidean distance or dynamic time warping can be
used. But in our case when we are working with long
time series and large database of scientific data more
general representation of the data is required. We need
fast and efficient process of comparing time series. That
is why we are not interested in actual values that
occurring in the sequences. The actual object of
observation and measurement is the approximated
sequence which involves less data but contains all the
significant features.

Representation for Fast

A piecewise linear approximation is one method of
constructing a function g(x) that fits a nonlinear

objective function f(X)by adding extra binary variab-

les, continuous variables, and constraints to reformulate
the original problem. The specific goal is to approximate
a single valued function of one variable in terms of a

sequence of linear segments. For the function f(X),
defined on the interval [a, b], a piecewise linear approxi-
mation will approximate a function g(X) over the same
interval. Where g(X)is to be made up of a sequence of
Then g(x) s the
form g(x)=c+dx for every X in [a,b] as shown in
Cameron, 1966. A commonly known example of a

linear  segments. in

piecewise function  is f (x) = |x| where
| | o ifx>0
M= —x, ifx<0

The purpose of doing a piecewise linear appro-
ximation is that the new linearity will allow the
previously nonlinear problem to be solved by linear
programming methods, which are much easier to employ
than their nonlinear counterparts.

In figure 1, the exchange rate of European Euro to
US Dollar is shown. Time series of exchange rate is
represented by linear segment using Piecewise Linear
Representation.
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Figure 1. Currency rate of Euro to USD and its Piecewise Linear Representation.

Proposed Technique
Time series x(t,.) , where (i =1,2,...,n). This

time series has local linear trends, and presented by n

sample taken at equal time intervals.
T

At =—(l‘i =t +At), where T 'is the time of obser-
n
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vations. It is required to find a piecewise linear
approximation for this time series. For this purpose more
general case of piecewise polynomial approximation is
needed. System of m polynomials of an independent

variablet > 0.

B(a{,aé,...,aé,ri,t),(i:l,2,...,m) 1)
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We simplify the notation of function (1) and
write P (t ) implying that polynomial P, (t ), in addition
to the independent variable £, it also depends on #
parameters and terms 7; which determines the upper

limit of its pivot points. Milnikov et al. 2015. As a result
after simplification we can introduce new function (2)

(=3B () @

The function F (t )is finite on its pivot points
[O,T] and it is called approximation aggregate and

polynomials (1) are this aggregates components.
Piecewise structure of the Aggregate is determined
by the fact that certain components of polynomials are

finite, and their initial and final pivot points /, = [0, rl.]
of
So, formally recorded function of

nested

I,

i+l

form a sequence non-decreasing

intervals /,
Aggregate in the form of (2), can be represented as the
function (3).

F(1)

ZZkPi(Z),for t>27,

For Piecewise Linear Approximation of initial time

)

series x(tl.) the problem of construction of a system of

splines, determined by means of polynomial
components. The special case of constructing finite
functions of approximating aggregate is piecewise linear
approximation where all polynomial components repre-
sented by straight lines. Approximation Aggregate (4)

F(1)=3(d,~ay)

1=l

)

where [ is the value of index that is equal to index of

the 7, for which condition for which min((z, —¢) > 0)

Ti

is true. a; is a slope of the aggregate’s straight line
equation, that is a component of a first degree
polynomial; d ; - intercept of polynomial components.
Let’s take n observed pivot points of given time
seriesx(¢,),(i=1,2,..,n). z,(i=12,..,m) are the

grid nodes at interval (0, Z’max). It is required to

determine such values of d ; which minimize the I

functional of local linear approximations of initial time
series. System of linear equations was taken from
Milnikov, Sayfulin 2012.

Experimental Results

Before proceeding to similarity measure of time
series given data source should be approximated by
Piecewise Linear approximation. We process time series
data represented by the means of 366 observations. As
an example we took 1 year exchange rate of Kyrgyz som
to United States dollar, particularly from 1% December of
2014 to 1% December of 2015. In figure 2 we provide
time series of this 1 year observation. For obtaining
Piecewise Linear Approximation segments our new
algorithm requires predefined pivot points. We defined
pivot points for this example with the step 20 points
between them.

Exchange rate Usd to Som
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Figure 2. Exchange rate of Kyrgyzstan som to United States Dollar before piecewise linear approximation. Exchange rate was taken
from www.nbkr.kg for 1 year from 1% December of 2014 to 13t December of 2015.
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Z = X./xm;
d=1[204060 7080 100 120 130 140 160 180 200 220 240 260 280 300 320 340 xm];
zd=d'./xm;

It should be taken to the note that, visually these points can be defined more precise seeing real pivot points of
time series. But we are trying to make realistic algorithm of how machines work for the similarity testing of various
time series. Machines take vague points and step by step eliminating unnecessary points.

After processing given time series by our program we obtain its piecewise linear approximation. Figure 3
illustrates Piecewise Linear Representation of one year exchange rate of Kyrgyz som to United States dollar with all
predefined pivot points before elimination.
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Figure 3. Exchange rate of Kyrgyzstan som to United States Dollar after piecewise linear approximation.
Linear segments were taken depending on predefined pivot points.

Apparently can be seen that there are a lot of unnecessary points that can be eliminated. We translate visual
definition of unnecessary points to machine by the help of Fisher’s criteria.

The result, summarized in Figure 4, is that the algorithm produces result of f criteria of observed pivot points.
Here you can see f criteria of observed and tabular ones. With the blue circles marked the points that are less than
corresponding tabular f criteria. One of the main ideas of our algorithm is to eliminate these unnecessary points. After
elimination of unnecessary pivot points we obtain new piecewise linear approximation with less pivot point and linear
segments respectively in Figure 5. Piecewise linear approximation of time series is shown. With red circles we show
pivot points. Now our new line segments are ready to be processed to find out similarity.

[H £ <209 double>
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Figure 4. Fishers criteria. First row is the results given pivot points on time series. Second row is tabular f criteria.
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Figure 5. Exchange rate of Kyrgyzstan som to United States Dollar after piecewise linear approximation.
Unnecessary pivot points have been eliminated.

Conclusion

We have reviewed most of similarity search methods for fast and efficient similarity measurement of large time
series database. And we have shown our approach to this problem which is based on Piecewise Linear Approximation
technique. In addition we have introduced the technique for elimination of unnecessary pivot points, which also speed
up the process of similarity testing. In continuation of this work, comparison criteria are being elaborated. These
criteria in its turn will define the similarity level of tested time series to pattern time series. This work can be extended
to many directions such as testing the cyclicality of time series or voice recognition etc.
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