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byn usundee Koxyc Opmondop arcopummunde Hezcuzoencen KpeOUmMmuKk CKOpuHe YASYCYH MAaKmvleblh 0aanoozo
bazvimmanvin, KOO JHCAHA 2SPAPUKATBIK SU3VATU3AYUA KOLOOOCY MeHeH MOAVK cypemmeoneoH. Kpeoummux cropune Oauk
CEKMOPYHYH JHCAHA KAPHCLL UHCIUMYMMAPLIHGIL 9H MAAHULYY NpoyeccmepuHun 6upu 6onyn dcenmenem. An Kapoapaapovit
HACBIAHBL MONOO2O0 HCOHOOMCY3OYeYH ANObIH ANYY HCAHA OAHKPOMMYK KOPKVHVUYH asaumyy yuyH 6acvimmanean. OQuenmun, 6y
OOKYMEHM HCO20pY0a MUsMeneH2eH bIKMAHbL NAOANAHYY MEHEH KPEOUMMUK CKOPUHZ YUY H HCAKULbL YeUUM CYHYUMAtim.

Hezuszu co300p: kpeoummuxk ckopune, Koxyc Opmonoop, maansimam manooo, R npoepammanoo munu.

Jlannoe uccnedosanue HanpasneHo HA OYEHKY MOYHOCMU MOOenU KpeOUumHo20 CKOpUHed, OCHOBAHHOU HA A20pUmMMeE
Cayuaiinoeo Jleca ¢ noopobuvim onucanuem 6 kode u epaguueckux usyanusayuti. Kpeoumnwiii Ckopune s61siemcs OOHUM U3
Haubonee BadNCHLIM HPOYeccom 6 OAHKOBCKOM cekmope u Quuancogulx uncmumymos. OH Hanpaenen HA npeoomepaujeHue
HenaAamedicecnocooHoOCmu KiueHma npu oniame Kpeoumos u C8ecmu K MUHUMymy puck bamkpomcmea. Taxum obpazom, smom
00KyMeHm npednazaem xopouiee peuieHue KpeOumHno20 cKOpUHea ¢ UCNONb308AHUEM GblUie ONUCAHHO20 Memood.

Knrwouesvie cnosa: kpeoumnuwiii ckopune, Cnyuaiineie Jleca, ananus 0anuwix, A3bIK NPOSPAMMUposanus R.

This research paper aims to evaluate the accuracy of credit scoring model based on Random Forest algorithm with a detailed
description in code and graphical visualizations. Credit Scoring is one of the most significant process in the banking sector and
financial institutions. It aims to prevent customer failure when paying loans and minimize risk of defaulting. Therefore, this paper
proposes a good solution to the credit scoring using the above method.
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Introduction

This paper is third in a series of articles related with data mining and credit scoring. First article was about
application of data mining in the banking sector where we discussed about data mining principles and techniques and in
addition about main areas of data mining used in processes of banking (card frauds, marketing, risk management, credit
scoring etc.).

The second article was the literature review of data mining techniques but with broader definitions and usage of
them in retail credit scoring. We use dataset in order to understand how each reviewed data mining technique shows the
result.

The current paper is mostly an empirical example based article as we will review real life dataset and its output
after transformation by using Random Forests data mining method by applying R programming features. As we have
already discussed about data mining and its methods and credit scoring in our previous two articles we will not go into
detail about what is data mining and what are techniques used in it.

The paper will briefly describe Random Forest algorithm at the beginning and then we pass on practical side of the
research. We will examine dataset and development environment, which is R programming in our case. Later we will
look in detail chunks of code parts where we use random forest techniques to analyze and calculate credit scoring
results of given dataset.

Random Forests

Random Forest is a many-sided and flexible machine learning method capable of performing both regression and
classification tasks. It also undertakes dimensional reduction methods, treats missing values, outlier values and other
essential steps of data exploration, and does a fairly good job. Random Forest is a kind of ensemble learning method,
where a group of weak models combine to form a powerful model [1].

The history began way back in 1980s. This algorithm was a result of incessant team work by Leo Breiman, Adele
Cutler, Ho Tin Kam, Dietterich, Amit and Geman. Each of them played a significant role in early development of
random forest. The algorithm for actuating a random forest was developed by Leo Breiman and Adele Cutler. This
algorithm is register in their (Leo and Adele) trademark. Amit, Gemen, Ho Tim Kam, independently introduced the idea
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of random selection of features and using Breiman’s ‘Bagging’ idea constructed this collection of decision trees with
controlled variance. Later, Deitterich introduced the idea of random node optimization [2].

In Random Forest, we grow multiple trees as opposed to a single tree in CART
(Classification And Regression Trees) model. To classify a new object based on attributes, each tree gives a
classification and we say the tree “votes” for that class. The forest chooses the classification having the most votes (over
all the trees in the forest) and in case of regression, it takes the average of outputs by different trees.

The strengths of Random Forests are that their runtimes are quite fast, and they are able to deal with unbalanced
and missing data. Random Forest weaknesses are that when used for regression they cannot predict beyond the range in
the training data, and that they may over-fit data sets that are particularly noisy. Of course, the best test of any algorithm
is how well it works upon your own data set [3].

Implementation of Random Forests Model in R
As the first step we read the data from csv file and do some basic data cleaning. This is important as this dataset
will be our training dataset and we need to have cleanest possible data.

dmr data <-
read.csv("C:/Users/dilmuratz/GoogleDrive/PHD/thesis/my_topic/my project randomf/dmr new.csv",header=T)
head(dmr_data)

We will use ready package randomForest in R [4]
library(randomForest)

As the main plotting package we will include ggplot2 [5]
library(ggplot2)

As it is already known machine learning and data mining techniques use two types of dataset when modeling:
training and test dataset. Below we divide data into training and test dataset.

set.seed(12345)

smp_sizel <- floor(0.75 * nrow(dmr_data2))

train_index1 <- sample(seq len(nrow(dmr data2)), size = smp_sizel)
trainX <-X[train_index1, |

trainY<-Y[train_index1]

testX<-X[-train_index1,]

testY <- Y[-train_indexl |

nmin <- sum(trainY == "Rejected")

Now below we train two types of random forest. rf model is the model without down sampling and rf model US
is model with down-sampling.

rf model US<-
train(trainX,trainY,method="rf",trControl=trainControl(method="cv",number=10,classProbs=TRUE,summaryFunction
=twoClassSummary),metric="ROC" allowParallel=TRUE,tuneGrid=expand.grid(mtry=c(1,2,3,4,5,6,7,8,9,10)),ntree =
1500,strata=trainY ,sampsize=rep(nmin,2 ))

rf model<-
train(trainX,trainY,method="rf" trControl=trainControl(method="cv" ,number=10,classProbs=TRUE,summaryFunction
=twoClassSummary),metric="ROC" ,allowParallel=TRUE, tuneGrid=expand.grid(mtry=c(1,2,3,4,5,6,7,8,9,10)),ntree =
1500)

Printing details of rf model US (down sampled randomForest) and best rf model US. Both the randomForest
models are built to try 1 to 10 variables given by mtry parameter.

trellis.par.set(caretTheme())
plot(rf model, metric = "ROC")
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#Randomly Selected Predictors
Predicting on the test set using rf model.

trellis.par.set(caretTheme())
plot(rf model US, metric = "ROC")
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#Randomly Selected Predictors

rf_test<-predict(rf _model, testX)
table(rf test,testY)

#H testY

## 1f test Approved Rejected
## Approved 70 2
## Rejected 0 6

Predicting on the test set using rf model US.

rf test US<-predict(rf model US, testX)
table(rf test US,testY)
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#H testY

## 1t test US Approved Rejected
## Approved 65 1

## Rejected 5 7

Plotting ROC curves for both the models.

rf roc <- roc(testY,
predict(rf model, testX, type = "prob")[,1],
levels = rev(levels(testY)))

plot(rf roc,print.thres=c(.5))
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rf roc US<-roc(testY,
predict(rf model US, testX, type = "prob")[,1],
levels = rev(levels(testY)))

plot(rf roc US,print.thres=c(.5))
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#it

## Call:

## roc.default(response = testY, predictor = predict(rf model US, testX, type = "prob")[, 1], levels =
rev(levels(testY)))

#t

## Data: predict(rf model US, testX, type = "prob")[, 1] in 8 controls (testY Rejected) < 70 cases (testY
Approved).

## Area under the curve: 0.9857

So from the above conclusions we can make decision that we will use rf model US classifier as our modeling
algorithm.

Conclusion

In this article, we looked at one of most common machine learning algorithm Random Forest followed by its pros
& cons, method to tune parameters and explained & compared it using a practice problem. I would suggest to use
random forest and analyse the power of this model by tuning the parameters. Also it is highly recommended to note that

dataset quality is very important while modeling data thus data preparation phase should not be omitted when
analyzing.
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