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Бул макаланын максаты монгол кириллицасы менен ком-
ментарийлерди чыгарып, текстти классификациялоо ыкма-
сынын негизинде позитивдүү жана терс мазмуну боюнча клас-
сификациялоо мүмкүнчүлүгүн текшерүү болуп саналат. Иш-
тин жыйынтыгында көптөгөн колдонуучулардын туура жана 
туура эмес жазылышын карадык. Изилдөө учурунда  ар башка 
маанидеги комментарийлерин топтоп чыгып,  эки сөздүктү 
түзүп, колдондук. Алар оң жана терс жактары салыштырыл-
ды. Статистикалык кол менен классификациялоо жүргүзүлүп, 
KNN жана Naive Bayes тарабынан автоматтык түрдө баалоо 
алгоритми иштелип чыгып, текшерилген. Маалыматтарды 
классификациялоо үчүн KNN методунун тактыгы 87,50 пайыз-
ды жана Naive Bayes ыкмасынын тактыгы 87,50 пайызды тү-
зөт. Бул  изилдөөдөгү маалыматтар жана алгоритмдер мон-
гол кирилл текстин ар кандай түрлөргө классификациялоо бо-
юнча андан аркы изилдөөлөргө негиз боло алат. 

Негизги сөздөр: текст, иреттөө методу, кириллица 
эмоция, классификациялоо, оң  жагы,  терс жагы, туура, 
туура эмес,  жазуу. 

Целью данной статьи является проверка возможности 
классификации текста на положительное и отрицательное 
содержание на основе метода классификации текста путем 
публикации комментариев на монгольской кириллице. В 
результате мы посмотрели, сколько пользователей написали 
правильно и неправильно. В ходе исследования мы собрали 
комментарии разного значения, создали и использовали два 
словаря. Они сравнили плюсы и минусы. Была проведена ста-
тистическая ручная классификация, и алгоритм автома-
тической оценки был разработан и протестирован KNN и 
Naive Bayes. Точность метода KNN для классификации данных 
составляет 87,50 процента, а точность наивного метода 
Байеса - 87,50 процента. Данные и алгоритмы этого исследо-
вания могут послужить основой для дальнейших исследований 
по классификации монгольского кириллического текста на 
разные типы: сторона, правильная, неправильная, написание. 

Ключевое слова: текст, метод сортировки, кириллица 
эмоция, классификация, положительная сторона, отрица-
тельная сторона, правильный, неправильный, написание. 

The purpose of this article tests whether it is possible to clas-
sify comments with Mongolian Cyrillic text into positive and 
negative comments based on the text classification method. As a 
result of the work, we collected comments from many users with 
correct and incorrect spellings as well as different meanings to 
created data of two parts: positive and negative. The statistical clas-
sification was also performed, and an automatic feedback grading 
algorithm was developed and tested by KNN and Naive Bayes. The 
accuracy of the KNN method for data classification is 87.50 percent 
and the accuracy of the Naive Bayes method is 87.50 percent. The 
data and algorithms created by this work will be the basis for further 
research to classify the Mongolian Cyrillic text into different types.  

Key word:  text, sorting method, cyrillic emotion, classifica-
tion, positive side, negative side, correct, incorrect, spelling. 

Introduction. With the rapid development of infor-
mation technology, the number of electronic sources of 
information available on social networks and the Internet 
are increasing exponentially. it is the opportunity to 
extract knowledge from others. users can get accurate and 
valuable information from the vast amount of information 
online. The text classification method can help solve this 
problem..  

Text classification is an important part of language 
processing, information retrieval, data mining, and docu-
ment sorting⁠. It is possible to automatically determine 
customer satisfaction on social networks based on infor-
mation mining technology. It is possible to determine a 
person's feedback or product satisfaction in a short time 
and at low cost by automatically identifying and calcula-
ting feedback. 

Nowaday severyone is free to express their 
impressions by text on social networks. As a result, this 
type of information has become an important topic of 
research. Research has been conducted to categorize user 
reviews on social media sites such as Facebook, Twitter, 
and which are popular around the world. In this study, 
user feedback was often categorized as positive, simple, 
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or negative. From the above research, it can be seen that 
the database-based, machine learning methods have the 
highest results in the automatic determination of impres-
sions. In recent years, the method of deep learning has 
become more suitable for classifying the specific features 
of a language and the sentences that are written illegally 
in the online environment.   

We used some machine learning methods to collect 
comments in Mongolian Cyrillic to create a marked 
vocabulary then classify comments into positive and 
negative by KNN. 

RELATED WORDS. 
With the rapid development of information techno-

logy, the number of information sources on social net-
works has  increased dramatically. For users, it is impor-
tant to obtain the accurate and valuable information 
people need from a large amount of information available 
online. In recent years, the method of text classification 
has become widely used. For example Companies’ pro-
ducts, in order to improve their service, we are able to un-
derstand customer satisfaction by receiving customer 
feedback on our products and services. There are many 
methods of classifying text, but there is a lack of experi-
ments on data in Mongolian Cyrillic. 

In the late 20th century, International researchers 
have begun to study the method of text classification. H. 
P. Luhn first introduced frequency statistics in the text 
category [1]. Since the 1990s, machine learning and sta-
tistical methods have provided more opportunities for text 
classification. It improved the accuracy of automatic text 
classification [2].  

The purpose of this research is to extract user feed-
back from Mongolian Cyrillic text and it can be classified 
as good or bad according to the text classification method. 
Since there are still many methods to classify text, this 
study used the highly classified KNN method to test the 
Mongolian Cyrillic alphabet, which is now widely used in 
other languages. Chinese researcher Huang Juan Juan im-
proved the performance of the KNN method by studying 
specific word weights, classification methods, and classi-
fication performance ratings [3]. Cheng Bo, a Chinese 
researcher  developed a multi-level classification system 
for website texts. The test results show that the classifi-
cation performance Cheng Bo, a Chinese researcher, 
developed a multi-level classification system for website 
texts. The test results show that the classification perfor-
mance in the system is good in the system [4].  

Chinese researcher Chen Jin Jie proposed a method 
for recognizing handwritten numbers based on the KNN 
algorithm. Based on the similarity of the sample classifi-
cation, the KNN classification model was studied to iden-
tify the handwritten numbers through training. [5]. The 

method of the KNN classification algorithm and two 
different decision rules are introduced. Experiments show 
that the KNN method with similar weights is better. [6]. 

Based on the theory of Naive Bayes, a method of 
classifying emotions is proposed in a new generation of 
Chinese texts. Researcher (Yang Ding) uses emotion vo-
cabulary to create text classifications based on Naive 
Bayes theory [7]. The naive Bayes classification algo-
rithm, is effective and effective by the algorithm for 
grouping news texts on social networks [8]. 

Chinese researchers, Qi Yuan and Qiao Yu have 
suggested some ways to improve the accuracy of classi-
fying by machine learning models. It develops and imple-
ments a text classification model, The python program-
ming language is used to compare the test evaluation 
results that calculate the potential weight interaction and 
improve the calculation stability. [9]. Chinese researcher 
Jia Yun Fan has studied two methods, mainly KNN and 
SVM. The combination of SVM and KNN algorithms is 
very effective than KNN (K Nearest Neighbor) and SVM 
(Support Vector Network) to analyze the advantages and 
disadvantages of these two Chinese text classification 
methods. [10]. 

SURVEY OF METHOD 
А. KNN (K-Nearest Neighbors)  method 
The KNN algorithm is widely used in the text 

classification industry, and the KNN algorithm is the most 
suitable classification algorithm for many text classifica-
tion algorithms. 

The K neighbors of the test text calculate the im-
portant features of each class. The calculation formula is 
as follows: Compare the values of the classification 
weights and divide the test text into the categories with 
the highest weights.                            

The KNN algorithm is often used as a model for 
Euclidean space classification. The Euclidean distance is 
defined as follows: For example,  X=(x_1,x_2,…,x_n )、
Y=(y_1,y_2,…y_n )   Two points in N-dimensional space, 
then the Euclidean distance between these two points are: 

𝑑 (𝑥, 𝑦) = ඥ∑ (𝑥௞ , 𝑦௞)ଶ௡
௞ୀଵ    (2) 

The n is the space,, xk and yk are the k sequence 
attribute values of x and y. The KNN algorithm catego-
rizes search text to find the nearest k training text accor-
ding to the Euclidean distance formula. The "majority 
Suggestions" method then determines the search text clas-
sification among the K training text by the number of text 
types. For example, 1 is positive, 0 is negative, and 2 is 
neutral. 

B. NBM (Naive Bayes Model) method 
The Naive Bayes classifier is a linear classifier 

constructed using the Bayes theorem. This algorithm is 
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widely used in many fields and received well by industry 
professionals. The algorithm can be used to predict rela-
tionships between class members. Despite the shortco-
mings of the text classification algorithm, many experi-
ments have shown that the algorithm has shown good 
classification performance. The calculation formula is as 
follows： 

Set the text d, this text depends on a specific 
category C = { C1     ,   C2 ,...... Cn  }   Middle Cj class. According 
to Base's law:                            

P(𝒄𝒋|d) =
௉൫௖ೕ൯௉൫ௗ |௖ೕ൯

୮(ୢ)
    (2) 

Equal: 
P(d) = ∑ 𝑃(𝑐௝)𝑃(𝑑|𝑐௝)௞

௝ୀଵ     (3) 

The document given by the above formula shows 
that the d belongs to the category Cj probability, calcu-
lates the value of P (Cj | d), ie the text d belongs to the 
category that calculates P (Cj | d) to obtain the maximum 
value, then: 

P(Cj|d ) = 𝑀𝐴𝑋௝ୀଵ
௞   {P(𝑐௝|d) }   (4) 

C. Data collection 
We collected user’s comments from the Mongolian 

news website IKON.MN by the Chinese software “Ba 
zhua yu”. The operating process of the program is as fol-
lows. As follows: 

 
Figure 1. Ba zhua yu software review 

Using this program, out of 684 comments on 16 
types of information, only 368 comments in Cyrillic were 
collected and tested. 316 Galician or English comments 
were excluded.  

D.  Data cleaning 

There were a number of issues with the collection of 
comments. For example, there may be many misspelled 
words, non-standard entries in Latin or English. There-
fore, words other than the Cyrillic text were deleted, and 
then the misspelled word was corrected. In addition, the 
following actions were performed. As follow: 

 Separate words, characters, and punctuation 
 Links images, other news, and the web are con-

sidered insignificant because they are based on text-only 
impressions, and it is a separate study to identify impres-
sions from external sources. 

 Delete special characters: Some unnecessary 
characters have been removed and emotional characters 
(emoji) have been left.  

E. Evaluation index 
We use the accuracy level to evaluate the classifica-

tion algorithm mainly. It compares the weights of the 
categories and divides the test text into the categories with 
the highest weights.  

 Accuracy is our most common evaluation 
indicator. accuracy = (TP + TN) / (P + N). It divides the 
number of samples by the number of samples. Generally, 
the higher correct data is the better classification result 
[11]. 

 Sensitive is sensitive = TP/P. Represents a pair 
of total positive cases. The ability of the classifier should 
be measured to determine the positive case;Precision is a 
measure of accuracy, for example, a positive example 
ratio divided by positive examples or precision = TP / (TP 
+ FP) [12]. 

 Precision positive example ratio divided by posi-
tive examples, or precision = TP / (TP + FP).  

 Recall is a measure of coverage. Recall = 
TP/(TP+FN)=TP/P=sensitive.it's similar to the recall 
feeling.We mainly used the accuracy level to evaluate the 
results of the classification algorithm [13]. 

RESEARCH RESULTS 
In this study, 684 comments on 16 types of 

information, only 368 comments were tested in Cyrillic. 
All Cyrillic comments were classified by KNN and Naive 
Bayes algorithms and statistically. Examples of statisti-
cally categorized reviews are shown in Table 1 and the 
results of using KNN to classify reviews are shown in 
Table 2. The results for classifying comments using the 
Naive Bayes method are shown in Table 3. 
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Table 1.  
Results of statistical classification of total comments 

 

№ The meaning of the topic 

Positive comments Negative comments 

Statistical method 
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1. topic 1 67 1346 12 54 1525 284 Positive 

2. topic 2 0 0 0 17 206 55 Negative 
3. topic 3 7 343 50 7 118 18 Neutral 
4. topic  4 7 113 5 10 282 16 Negative 
5. topic 5 13 371 11 22 717 53 Negative 
6. topic 6 0 0 0 6 143 15 Negative 
7. topic 7 11 155 4 6 103 21 Neutral 
8. topic 8 11 255 7 2 41 9 Neutral 
9. topic  9 37 223 18 16 462 35 Negative 

10. topic10 7 213 3 1 39 8 Positive 
11. topic 11 15 302 5 3 50 20 Positive 
12. topic 12 7 172 0 3 155 9 Negative 
13. topic 13 13 164 5 15 370 20 Negative 
14. topic 14 8 156 0 21 421 28 Neutral 
15. topic 15 9 265 2 1 47 15 Positive 
16. topic 16 21 492 3 13 230 19 Positive 

 
The statistical results shown in Table 1 show that 6 

out of 16 groups of comments were positive. Conversely, 
6 sets of comments are negative. We classified the set of 
comments as neutral because they expressed values that 
were neither positive nor negative during the experiment. 
A total of 4 sets of comments were included in the neutral 
classification in this group. 

 
Figure 2. Results of an algorithm for classifying comments using 

the KNN method 
 
 

Table 2  
Results of KNN classification of total comments 

№ The meaning of the topics 
KNN 

(аccurancy) 
1. Comment 1 0.77 
2. Comment 2 0.17 
3. Comment 3 0.25 
4. Comment 4 0.17 
5. Comment 5 0.73 
6. Comment 6 0.00 
7. Comment 7 0.83 
8. Comment 8 0.75 
9. Comment 9 0.60 

10. Comment 10 1.00 
11. Comment 11 0.67 
12. Comment 12 0.33 
13. Comment 13 0.44 
14. Comment 14 0.56 
15. Comment 15 1.00 
16. Comment 16 0.64 
 
The results of the KNN method shown in Table 2 

show that 10 sets of 16 groups of comments, or comments 
1, 5, 7-11, and 14-16, were positive, with an accuracy of 
0.56% -1.0%. Conversely, 6 sets of 2-4, 6, 12-13 com-
ments were negative, with an accuracy of 0.00% -0.44%. 
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Because this method is calculated by a computer 
program, it is not classified as neutral. It means that the 
set of comments are neither positive nor negative. because 
we assume a positive value if the accuracy of the 
calculated result is 0.51-1.00%. However, if the accuracy 
of the calculated results is 0-50%, we consider it negative. 

 

 
Figure 3. Results of an algorithm  

for classifying comments using the Naive Bayes method 
 
 
 
 

Table 3  
Results of Naive Bayes classification of total comments 

№ The meaning of the topics 
Naive Bayes 
(аccurancy) 

1. Comment 1 0.80 
2. Comment 2 0.33 
3. Comment 3 0.25 
4. Comment 4 0.33 
5. Comment 5 0.45 
6. Comment 6 0.50 
7. Comment 7 0.83 
8. Comment 8 0.75 
9. Comment 9 0.47 
10. Comment 10 1.00 
11. Comment 11 0.67 
12. Comment 12 0.67 
13. Comment 13 0.56 
14. Comment 14 0.67 
15. Comment 15 1.00 
16. Comment 16 0.64 

The results of the Naive Bayes method shown in 
Table 3 show that 10 sets of 16 groups of impressions, or 
1, 7-8, and 10-16 comments, were positive, with an accu-
racy of 0.56% -1.0%. Conversely, 6 is a set of 2-6, and the 
9th comments are negative, with an accuracy of 0.25% -
0.50%. Because this method is calculated by a computer 
program, it is not classified as neutral, meaning that the 
set of comments are neither positive or negative. 

Table 4.  
Statistics, results classified by KNN and Naive Bayes methods

№ The meaning of the topics 
Statistical 
method 

KNN Naive Bayes (аccurancy) 

аccurancy point аccurancy point 

1. Comment 1 Positive 0.77 1 0.80 1 
2. Comment 2 Negative 0.17 1 0.33 1 
3. Comment 3 Neutral (-) 0.25 1 0.25 1 
4. Comment 4 Negative 0.17 1 0.33 1 
5. Comment 5 Negative 0.73 0 0.45 1 
6. Comment 6 Negative 0.00 1 0.50 1 
7. Comment 7 Neutral (+) 0.83 1 0.83 1 
8. Comment 8 Neutral (+) 0.75 1 0.75 1 
9. Comment 9 Negative 0.60 0 0.47 1 

10. Comment 10 Positive 1.00 1 1.00 1 
11. Comment 11 Positive 0.67 1 0.67 1 
12. Comment 12 Negative 0.33 1 0.67 0 
13. Comment 13 Negative 0.44 1 0.56 0 
14. Comment 14 Neutral (+) 0.56 1 0.67 1 
15. Comment 15 Positive 1.00 1 1.00 1 

16. Comment 16 Positive 0.64 1 0.64 1 

Estimated percentage  87.50  87.50 
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Note: Accuracy is the accuracy of conformity, 1 
point is consistent with the results of the statistical me-
thod, and 0 point is inconsistent. In order to compare the 
results of these two methods, the set of comments with the 
meaning of neutral was reconsidered and added as 
positive (+) and negative (-). 

The results in Table 4 show that for Comment 1, 
KNN is 0.77%, and Naive Bayes 0.80%. In particular, the 
Naive Bayes method, with an accuracy of 0.80%, seemed 
to be the best classification. Comment 2, on the other 
hand, agrees with KNN 0.17%, Naive Bayes 0.33%, and 
statistically accurate. 

In order to select the most effective method from the 
above methods, we compared the statistical or manual 
classification results with KNN 87.50% and Naive Bayes 
87.50%. Therefore, we assume that the KNN and Naive 
Bayes methods are classified by similar results.  

DISCUSSION 
As for the Mongolian language, D.Zolboo and others 

conducted the first study to classify electronic texts. This 
was the first experiment, and those 1,000 texts were 
divided into relatively many categories, indicating a lack 
of training data. On the other hand, this article does not 
mention the quantity and nature of the experimental data 
so the validity of the experiment did not explain clearly. 

Munkhjargal's Zoljargal, Dambasuren's Nanzadrag-
chaa, Chagnaa's Altangerel, and Jaimain Purev have 
developed a basic model of a machine-generated machine 
learning tool that records the impressions of Mongolian 
text. For this work, a basic model of machine learning was 
created with a bunch of Mongolian-language impressions 
of the text. Experiments were also conducted to classify 
comments using depth training. However, the results of 
the experiment did not specify what to focus on and what 
was lack part. 

In my research, we used KNN and Naive Bayes to 
collect and analyze user comments in Cyrillic. Our results 
have a KNN of 0.59 percent and a Naive Bayes of 0.57 
percent for comments rating accuracy. However, we have 
tried only two methods. In the future, we will try the 
additional classification method again and compare it 
with the results. 

CONCLUSION. In our study, KNN and Naive 
Bayes used 368 Cyrillic text comments. We also collected 

user feedback, cleaned up the data, created a vocabulary 
of positive and negative words in the comments. The 
algorithm was developed and analyzed by KNN and 
Naive Bayes methods. The test results were compared 
with the manual classification results. In the future, 
another text classification method will be used to confirm  
this result. 
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